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What is the path to reliable generalization?

ML = algorithms + data
• Optimization procedures


• Model architectures


• Loss functions


• … (thousands of papers)

?
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Dominant paradigm in ML research: 
data fixed, improve models
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Few papers experiment with improving the training data.

Source: paperswithcode.com

http://paperswithcode.com


Best paper award at CHI 2021



[Deng, Dong, Socher, Li, Li, Fei-Fei’09]
[Russakovsky, Deng, Su, Krause, Satheesh, Ma, Huang, Karpathy, Khosla, Bernstein, Berg, Fei-Fei’15] 5



ImageNet

Golden retriever

Great white shark

Minibus

Large image classification dataset: 1.2M training images, 1,000 image classes.
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[Deng, Dong, Socher, Li, Li, Fei-Fei’09]

[Russakovsky, Deng, Su, Krause, Satheesh, Ma, Huang, Karpathy, Khosla, Bernstein, Berg, Fei-Fei’15]



Robustness on ImageNet
Lots of progress on ImageNet over the past 10 years, but models are still not robust.

ImageNetV2 ObjectNet ImageNet-Sketch ImageNet-R
[Barbu, Mayo, Alverio, Luo, 
Wang, Gutfreund, 
Tenenbaum, Katz ’19]

[Hendrycks, Basart, Mu, 
Kadavath, Wang, Dorundo, 
Desai, Zhu, Parajuli, Guo, 
Song, Steinhardt, Gilmer ’20]

[Wang, Ge, Lipton, Xing ’19][Recht, Roelofs, 
Schmidt, Shankar ’19]

Evaluation: new test sets





Our approach: evaluate everything
Models:

• “Standard” models (focus on ImgNet acc.)

• Robust models (adversarially robust 

models, models with special data 
augmentation, etc.)


• Models trained on more data
Distribution shifts

• ImageNet-V2

• ObjectNet

• ImageNet-R

• ImageNet-Sketch

• ImageNet-A

• ImageNetVid-Robust

• Adversarial attacks (Lp-norms)

• Image corruptions

• …
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200+ distribution shifts

1 cell = 1 model evaluation on 1 dataset

       (total 109 image evaluations).
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AlexNet

EfficientNet-B7

VGG, ResNet, DenseNet,

ResNeXt, Inception, NASNet, etc.

[Taori, Dave, Shankar, Carlini, Recht, Schmidt ’20]
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In-distribution accuracy

Expected out-
of-distribution 

accuracy

Baseline out-of-distribution accuracy from in-distribution accuracy.



Do current robustness interventions achieve effective robustness?
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Humans
[Shankar, Roelofs,     

 Mania, Fang,

 Recht, Schmidt ’20]
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Only training on (a lot) more data gives a small amount of effective robustness.

JFT-300M 
pretrained

Instagram 1B 
pretrained

ImageNet-21k 
pretrained

No current robustness technique achieves non-trivial effective robustness.
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Same trend: only more data gives effective robustness.

\� �[
6WDQGDUG�WUDLQLQJ

5REXVWQHVV�LQWHUYHQWLRQ
7UDLQHG�ZLWK�PRUH�GDWD

/LQHDU�ILW

[Barbu, Mayo, Alverio, 
Luo, Wang, Gutfreund, 
Tenenbaum, Katz ’19]



Some gains from adv. training and data augmentation. More data models still best.

[Wang, Ge, Lipton, Xing ’19] [Hendrycks, Basart, Mu, Kadavath, Wang, Dorundo, 
Desai, Zhu, Parajuli, Guo, Song, Steinhardt, Gilmer ’20]
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Training on (a lot) more data gives a small amount of effective robustness.

JFT-300M 
pretrained

Instagram 1B 
pretrained

ImageNet-21k 
pretrained





+6%

+51%

+40%

+35%

+74%

Very large improvements in out-of-distribution robustness.

Effective 
robustness

[Radford, Kim, Hallacy, 
Ramesh, Goh, 
Agarwal, Sastry, Askell, 
Mishkin, Clark, 
Krueger, Sutskever ’21]



CLIP is not (explicitly) designed for robustness

Training data: 400 million images collected from the web (dataset internal to OpenAI).
Compute: Trained on 250 - 600 GPUs for up to 18 days.
Model: ResNets and ViTs with up to 300M parameters.



Fine-tuning vs. zero-shot inference

1. Pre-training

Large-scale 
noisy web 

data

2. Fine-tuning

Large-scale 
noisy web 

data

Adapting to a task of interest

Small-scale 
clean task-

specific data

State-of-the-art ML models often come from a two-step process.

CLIP skips fine-tuning: directly applies to task of interest via zero-shot inference.



[Radford, Kim, Hallacy, Ramesh, Goh, 
Agarwal, Sastry, Askell, Mishkin, 
Clark, Krueger, Sutskever ’21]

Large robustness gains

What makes CLIP 
robust?





Hypotheses for CLIP’s robustness

Loss function

Language supervision

Training distribution

Test-time prompting

Training set size

Model architecture

CLIP Standard ImageNet 
supervised learning

ViTs CNNs

Yes No

ImageNet???

Contrastive Supervised

Yes No

400M 1.2M

24



Hypotheses for CLIP’s robustness
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Conclusions

Image distribution is the main reason for CLIP’s robustness.

Open questions:

Not only scale but also “diversity”.

How do we construct training sets that yield broadly reliable models?

github.com/mlfoundations/open_clip robustness.imagenetv2.org

Language supervision helps with robustness 
indirectly: makes it easier to collect training data.

CLIP led to large robustness gains in image classification.

What about reasoning tasks (as opposed to recognition)?

http://robustness.imagenetv2.org

