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What is domain generalization?



Classical Supervised Learning

• Dataset  iid from 



• Loss function 


• Goal: find a predictor  that 
minimizes 


• Approach: ERM minimize 

D = {(xi, yi)}n
i=1

P(X, Y)

ℓ : 𝒴 × 𝒴 → [0,∞)

f : 𝒳 → 𝒴
𝔼(x,y)∼P[ℓ( f(x), y)]
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ℓ( f(xi), yi)

Domain Generalization Problem

•  different domains: for each 
 Dataset 

 iid from 


• Goal: out-of-distribution generalization 
find a predictor  perform well at 
unseen test domain 


• Need to assume some invariances 
across train and test domains
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j ∈ {1,…, k}
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i , yj
i )}

nj
i=1 P(Xj, Yj)
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Example Datasets



Lots of Algorithms, but …

• Empirical Risk Minimization (ERM)


• Group Distributionally Robust 
Optimization (DRO)


• DANN


• Invariant Risk Minimization (IRM)


• …

• All evaluated under different datasets 
and model selection methods


• Need a standardized and rigorous 
benchmark to make fair comparisons


🤩🤩🤩



What could go wrong?
Model Selection

• Need to choose hyperparameters


• Choose between different architecture variants


• But no validation data  test data


• What’s the correct way of doing model selection?
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Training-domain validation set

• For each , split the data set  into training and 
validation subsets


• Combine the validation subsets of each domain 


• create an overall validation set


• Choose the model that does the best on this overall validation set


• Assumes training sample and test sample following similar distributions

j ∈ {1,…, k} Dj = {(xj
i , yj

i )}
nj
i=1



Leave-one-domain-out cross-validation 

• For each hyperparameter set, train  models, each leaving one domain dataset 
outside of the training set


• Evaluate each model on its held-out domain and average the accuracies over  
models


• Pick the hyperparamter set that has the best performance on the averaged 
accuracy


• Retrain the model using all  domains


• Assume training and test domain are drawn from a meta-distribution over domains
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Test-domain validation set (oracle)

• Validation set  test distribution


• Query access


• Limit the number of queries i.e. at most 20 queries in this paper
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DOMAINBED
• Datasets • Model selection criteria


• Train-domain validation set


• Leave-one-domain-out cross-
validation


• Test-domain oracle validation



Baseline Algorithms



Experiment Results 
Compare to the state-of-the-art for typical datasets



Experiment Results

• ERM is very good


• Model selection methods matter



Some more questions

• Data augmentation pipeline


• “Right” dataset?



Thanks for listening!


