
Moderating LLM outputs

Based on Bai et al (2022) and Guan et al. (2024)



Safety in the language space

• Goal: Ensure AI behaves according to human intentions and values


• Requires a toolkit different to what the fairness literature provides


• Direct human supervision is difficult to scale, especially on complex tasks or 
when harmful outputs are subtle



Safety in the language space

• Defining and evaluating "human values" is nuanced and context-dependent


• For queries classified as self-harm, educational discussion about the concept 
of suicide can be allowed, but content signifying ideation of self-harm or 
request for method to commit self-harm should be disallowed


• As LLM capabilities increase and use cases expand, moderation becomes 
more challenging


• Current RLHF paradigm based on preference data from crowdsourced 
annotations clearly problematic



• Prompt LLM with policy guidelines when it answers user queries 

System prompt: Remove any and all harmful content, including anything dangerous, 
illegal, racist, sexist or socially biased. 

• Burden on context length since real-world policies are long and cumbersome


• Unclear how to trade-off helpfulness vs. harmlessness


• Replying “I don’t know” is always safe!

Scaling through AI (bootstrapping)
First idea: zero-shot prompting



• Separate critique from the LLM agent 

Critique’s system prompt: Identify specific ways in which the assistant’s last 
response is harmful, unethical, racist, sexist, toxic, dangerous, or illegal. 

• SFT on revised responses from the critique

Anthropic’s approach
Second idea: “constitutional AI”

Bai et al (2022)  https://arxiv.org/pdf/2212.08073



• Goal: Teach the LLM agent to “reason” based on policy guidelines


• Model needs to memorize policy guidelines in its weights


• Formula


1. Prompt “helpful / RLHF’ed” reasoning model with policy guidelines


2. On problematic user queries, ask it to give CoT + answer


3. Finetune base LLM that doesn’t have policy guidelines on this data

OpenAI’s approach
Third idea: “deliberative alignment”

Guan et al. (2024)   https://arxiv.org/pdf/2412.16339
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